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Roadmap

• Evaluating machine translation

• Introduction to neural networks

• Modeling sequences of words 
with neural language models

• Translating with encoder-
decoder models

• Attention mechanism



An RNN Encoder-Decoder for P(E|F)



Generating Output (1): Ancestral Sampling

• Randomly generate words one 
by one

• Until end of sentence symbol

• Done!



Generating Output (2): Greedy search

• One by one, pick single highest 
probability word

• Problems
• Often generates easy words first

• Often prefers multiple common 
words to rare words



Generating 
Output (3):
Beam Search

Idea: keep the b top 
hypotheses at each time step

Example by Graham Neubig



Training

• Same as for RNN language modeling

• Training examples: pairs of sentences (E,F)

• Loss function
• Negative log-likelihood of training data

• Total loss for one example (sentence) = sum of loss at each time step (word)



Note that training loss differs from 
evaluation metric (BLEU)
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Bidirectional encoder

•

Motivation:
- Help bootstrap learning
- By shortening length of 

dependencies

Motivation: 
- Take 2 hidden vectors from source 

encoder
- Combine them into a vector of size 

required by decoder
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Attention Mechanism

• Some remaining issues with previous encoder-decoder model
• Some long-distance dependencies remain a problem

• A single vector represents the entire source sentence
• No matter its length

• Solution: attention mechanism
• This is what made neural machine translation work as well or better as earlier 

statistical models [Bahdanau et al. 2015]

• An example of incorporating inductive bias in model architecture 



Attention model intuition

• Encode each word in source sentence into a vector

• When decoding, perform a linear combination of these vectors, 
weighted by “attention weights”

• Use this combination when predicting next word

[Bahdanau et al. 2015]



Attention model
Source word representations 
• We can use representations 

from bidirectional RNN encoder

• And concatenate them in a 
matrix



Attention model
Create a source context vector

• Attention vector:
• Entries between 0 and 1

• Interpreted as weight given to 
each source word when 
generating output at time step t

Attention vectorContext vector



Attention model
Illustrating attention weights



Attention model
How to calculate attention scores



Attention model
Various ways of calculating attention score
• Dot product

• Bilinear function

• Multi-layer perceptron (original 
formulation in Bahdanau et al.)



Advantages of attention

• Helps illustrate/interpret translation decisions

• Can help insert translations for OOV
• By copying or look up in external dictionary

• Can incorporate linguistically motivated priors in model

• Can incorporate additional data
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Where does neural MT break?



Neural MT only helps in high-resource settings

Ongoing research

• Learn from other sources of 
supervision than pairs (E,F)
• Monolingual text

• Multiple languages

• Incorporate linguistic knowledge
• As additional embeddings

• As prior on network structure or 
parameters

• To make better use of training data

[Koehn & Knowles 2017]



The Google Multilingual NMT System
[Johnson et al. 2017]



The Google Multilingual NMT System
[Johnson et al. 2017]

• A simple idea
• Train on sentence pairs in all languages

• Add token to mark target language

• Helps most for low-resources languages

• Enables zero-shot translation

• Can handle code-switched input



How can we make the most of parallel data? 

Examples are not equally 
parallel

• Parallel segments are 
inevitably noisy

• Cross-lingual divergences 
abound

• “Traduttore, traditore”

Can we improve neural 
MT if we know which 
examples diverge in 

meaning?

Yogarshi Vyas



Divergent Translation Examples

someone wanted to cook bratwurst.

vous vouliez des saucisses grillees.

i don't know what i'm gonna do.

j'en sais rien. 

- has the sake chilled? - no, it's fine.

- c'est assez chaud?

you help me with zander and i helped you with joe. 

tu m'as aidee avec zander, je t'ai aidee avec joe. 





Automatically detecting 
translation divergences with 
semantic similarity models

• Compare multiple sentence spans 
with deep convnet [He & Lin 2016]

• Initialize with bilingual word 
embeddings to enable cross-lingual 
comparisons



Creating synthetic supervision

[Munteanu & Marcu 2006]



Downsampling via cross-lingual semantic 
similarity helps NMT training

[Vyas, Niu & Carpuat, NAACL 2018]



In high resources settings, how 
can we improve further?



Translate documents, not sentences!

Example from Rico Sennrich (2018)



Translate documents, not sentences!

Example from Rico Sennrich (2018)



Translate documents, not sentences!

Example from Rico Sennrich (2018)



Translate documents, not sentences!



Style Differences Matter for Translation

www.gengo.com

https://gengo.com/


Xing NiuMarianna 
Martindale

Can we control the 
formality of machine 
translation output?



Ranking segments by formality in MT 
corpora

delegates are kindly requested to bring their copies 
of documents to meetings . [UN]

in these centers , the children were fed , medically 
treated and rehabilitated on both a physical and 
mental level . [OpenSubs]

there can be no turning back the clock [UN]

I just wanted to introduce myself [OpenSubs] 

-yeah , bro , up top . [OpenSubs] 

Formal

Informal



Formality-Sensitive Machine Translation 
(FSMT)

or

How are you doing?

What's up?

Comment ça va?

Desired formality level (   )

Translation-1 (     )

Translation-2 (     )

Source (    )

Training data



Formality-Sensitive MT:
A re-ranking approach 

• n-best list re-ranking with a new feature  
• ∆𝑓 ℎ, 𝑙 = | Formality ℎ − 𝑙 |
• Where Formality ℎ places sentences on [-1,1] formality scale

[Niu, Martindale & Carpuat, EMNLP 2017]

Source sentence MT Translationhypothesis 1
hypothesis 2
hypothesis 3

…
hypothesis n

n-best list

Desired formality 
level  𝑙

re-ranking



Formality Transfer (FT) 

• Can be addressed with NMT models

• Given large parallel formal-informal corpus

[Rao and Tetreault, 2018]

How are you doing?

What's up?

Formal-Target

Informal-Target

Informal-Source EN

ENFormal-Source

EN

EN

What's up?

How are you doing?



Bi-Directional Formality Transfer (Bi-FT)

How are you doing?

What's up?

Formal-Target

Informal-Target

EN

EN

SourceEN

or

To formal or informal?

How are you doing?

What's up?



Bi-Directional Formality Transfer (Bi-FT)

• Both transfer directions share the same NMT model.
• Implemented like multilingual NMT (Johnson et al., 2017)

• Training data:

How are you doing?

What's up?

Formal-Target

Informal-Target

EN

EN

SourceEN

or

To formal or informal?

How are you doing?

What's up?

Informal-EN Formal-EN

Formal-EN Informal-EN



Bi-Directional Formality Transfer (Bi-FT)

• Both transfer directions share the same NMT model.
• Implemented like multilingual NMT (Johnson et al., 2017)

• Training data:

How are you doing?

What's up?

Formal-Target

Informal-Target

EN

EN

SourceEN

or

To formal or informal?

How are you doing?

What's up?

Informal-EN Formal-EN<F>

Formal-EN Informal-EN<I>



Formality Sensitive MT
as Multitask Formality Transfer + MT

or

How are you doing?

What's up?To formal or informal?

Formal-Target

Informal-Target

Source

How are you doing?

What's up?

Comment ça va?

EN

FR

or
EN

EN



Results – FSMT (Human Evaluation)

Human judgments on 300 translation pairs per system

Model
(Informal vs. Formal)

Formality Diff
Range = [-2,2]

Meaning Preservation
Range = [0,3]

NMT-constraint 0.35 2.95

NMT MultiTask-random 0.32 2.90

PBMT-random 0.05 2.97



Qualitative Analysis

• s

62

# 1 Reference Refrain from the commentary and respond to the question, Chief Toohey.

MultiTask-random You need to be quiet and answer the question, Chief Toohey.

Formal NMT-constraint Please refrain from any comment and answer the question, Chief Toohey.

PBMT-random Please refrain from comment and just answer the question, the Tooheys’s boss.

MultiTask-random Shut up and answer the question, Chief Toohey.

Informal NMT-constraint Please refrain from comment and answer the question, chief Toohey.

PBMT-random Please refrain from comment and answer my question, Tooheys’s boss.

# 2 Reference Try to file any additional motions as soon as you can.

MultiTask-random You should try to introduce the sharks as soon as you can.

Formal NMT-constraint Try to present additional requests as soon as you can.

PBMT-random Try to introduce any additional requests as soon as you can.

MultiTask-random Try to introduce sharks as soon as you can.

Informal NMT-constraint Try to introduce extra requests as soon as you can.

PBMT-random Try to introduce any additional requests as soon as you can.



Summing up: Neural Machine Translation…

• Dramatically improved translation 
quality

• Implicitly captures useful 
generalizations about language

• But…
• Models are opaque and use little 

linguistic insights
• Performance drops in low-resource 

settings
• We should do better/faster in high-

resource settings



Beyond Translation: Neural Encoder-Decoders 
can be used for many other tasks



Resources

• Neural Machine Translation and Sequence-to-Sequence Models: a Tutorial, by 
Graham Neubig

• OpenNMT, an open-source neural machine translation system

• Machine Translation Marathon

• Neural Network Methods for Natural Language Processing, by Yoav Goldberg

https://arxiv.org/abs/1703.01619
http://opennmt.net/
http://www.statmt.org/mtma18/
https://www.morganclaypool.com/doi/abs/10.2200/S00762ED1V01Y201703HLT037
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